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Abstract. Future wireless communication systems require novel igales to in-
crease the bitrate, coverage and mobility. One of thesaigoés is spatial multiplex-
ing and we have investigated the use of a CSP-based kerrred implementation of
a spatial multiplexing testbed. It turns out that the usehef CSP-based kernel not
only provides a good way of system modeling, but also praaeery scalable soft-
ware architecture for the testbed. In future, we can chaegeral system parameters
without changing the software architecture. With the tedtitve were able to verify
the concept of spatial multiplexing in an office environment

1 Introduction

Future wireless applications, such as wireless LANs, dehfiaster and more reliable com-
munication links. Wireless LANs are typically used in anaond environment. The indoor

radio channel suffers from multipath propagation, whicleasised by objects between the
transmitter and receiver. Multiple components of the tnaitted signal are received. The
situation is illustrated in figure 1. These components faterwith each other and the in-
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Figure 1: Multipath propagation between transmitter and receiver

terference can be constructive or destructive. The case of destructive interferenceis caled a
signal fade and its effect is that it causes a reduction in received signal power. The channel
also varies with time! and the communication system has to be designed properly to cope

1The coherence time of the indoor channel at 2.4 GHz is around 20 ms.
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with the negative effects of multipath fading. Recent resedwas shown that it is also pos-
sible to use the negative effect of signal fading in our athge [1], [2]. For this, multiple
transmit antennas are used at the transmitter and mulggleive antennas at the receiver.
The idea is that fades become uncorrelafed antenna separatian )\ /2, in which \ is the
wavelength of the radio signal. We transmit an independatgsiream from each transmit
antenna. At each receive antenna a linear combination digimals transmitted is received.
The input-output relation of thiglultiple Input Multiple Output (MIMO) indoor fading chan-
nel corrupted by noise, can be written as:

y=Hx+ n, (2)

in whichn is a complex gaussian noise vector added by the channel.orhplex vectore
contains the symbols transmitted. These symbols are drawm & complex constellation.
At the receiver, we estimate the channel transfer mdifiand detect the data by a process
calledspace-time decoding. The effect is that we are able to increase the amount of Hata t
can be transmitted and communication becomes more reliahlie keeping the bandwidth
and total transmit power constant.

The datarate achievable on a communication link is bounget$ lnformation theoretic
capacity. The use of a MIMO communication system resultsiimereased channel capacity.
Figure 2 shows the behavior of the capacity if both the nunolb&ransmit antennad’; and
the number of receive antennds is increased. As can be seen from the figure, the possible
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Figure 2: The capacity as function of the amount of antensad v = N, = N,)

gains are enormous. The capacity grows linear with the amolutransmit and receive
antennas used. The received data however, has to be detBotdtlis, the channel transfer
matrix H has to be known and a detection algorithm has to be developehwses this
matrix. To transmit information, a modulation method is ahee and research has shown
that Orthogonal Frequency Division Multiplexing (OFDM) is a suitable method in a fading
environment [7]. To investigate the practical behavior dafIBMO communication system,
we have developed a MIMO-OFDM testbed.

2Fades do not necessary have to be uncorrelated, but théleagains are higher for uncorrelated fades.
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2 Functional Testbed Architecture

In our research we address the question whether the use o¥i®@Mhannel lives up to its

promises. Claims, often based on models, have to be testedl#vorld environments. We
want to investigate under what conditions the channel migdellid. Moreover, other points
of interest are the required processing capability for tifferént algorithms and the design
of the computational platform for this type of systems (uatthg HW/SW partitioning). We

have build a testbed to answer these questions. Figure 3stnowverview of the testbed.
Both the transmitter and receiver use multiple antennas. iftkeesting signal processing
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Figure 3: The MIMO-OFDM testbed

takes place at the receiver. First, analog processing dsntree RF signal to a baseband
signal. The baseband signal is sampled and the subseqggal signal processing functions
have to be implemented at the receiver:

e OFDM synchronization: The received signal has to be symbol-synchronized and some
other OFDM signal processing has to be performed.

e OFDM demodulation: The synchronized data has to be demodulated.

e Frame decoding: The demodulated datastream contains symbols for the chastite
mator, so callegbilot symbols and symbols for the space-time decoder, so calésd
load symbols. These two have to be separated.

e Channel estimation: The MIMO detection algorithms require channel knowledge an
the channel matrixH has to be estimated using the pilot symbols.

e Space-Timedecoding: The received payload symbols have to be decoded.

The focus of our research is in developing MIMO algorithmd aminvestigate the feasi-
bility of MIMO in a real-world office environment. So, we watatimplement the algorithms
into a real-time real-world system while not being fully kvledgeable of the computational
requirements and hardware-software partitioning of tretesy. On one hand we want to
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investigate new functions and algorithms and on the othedhae have to be prepared to
change the computational platform depending on the cortipntd requirements of these
algorithms, as we constrain ourselves in that the systentohgserate in real-time.

Our MIMO system consists of different functions (tasks) #wechange data with one an-
other. A function is implemented by some algorithm. Howewes want to map these func-
tions on a processing platform (hardware and/or softwar@yder to operate in real-time.
We expect the functions and their interconnection strecfdataflow between the functions)
to be more or less constant, while the algorithms and thempedational complexity may
vary. We want a way of system modeling which captures theseramication aspects of the
system and that allows mapping of an individual function pagticular processing platform
independently of the other functions.

The theory ofCommunicating Sequential Processes (CSP) can be used to model our
MIMO system. CSP is a notation for describing concurrentesyst[3] and these systems
interact with each other by means of communications. By uSi8E, we can model all rele-
vant aspects of our system. Moreover, we are able to focuseofutictions and algorithms,
real-time constraints and change computational platfavmke using a single system model
only.

3 CSP System Modeling

The required MIMO functions which are identified in the pas section, map directly to a
CSP system model. The model for the receiver is given in figufiehé CSP model consists
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Figure 4: The CTCPP receiver architecture.
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of five key processes:

e OFDM Synchronizer: the process acquires symbol synchronization and it communi
cates with theOFDM denodul at or process. Synchronized symbols are written to
the OFDM denodul at or process.

e OFDM Demodulator: the process demodulates the OFDM symbols. Demodulated
symbols are written to ther ame Decoder process.

e Frame Decoder: the Fr ame Decoder process extracts pilot symbols from the de-
modulated datastream. Pilot symbols are written toGhannel Esti nat or pro-
cess and payload symbols are written toSpace- Ti me decoder process.
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e Channel Estimator: the process performs channel estimation and channel éstiraige
written to the Space-Time Decoder.

e Space-Time Decoder: the process implements a MIMO detection algorithm.

The Syst em Cont r ol process controls the other processes and status infonmiatex-
changed between these processes. Detected data is se@it itk gorocess. The hardware
linkdriver provides the sampled data from the analog ra@itte communication in our sys-
tem is not sample-based. TREDM Synchr oni zer process delivers a group of OFDM
symbols. A typical OFDM symbol consists of 32 samples andaadd®0 symbols are sent to
the OFDM Denodul at or process each time a message exchange takes place.

4 CTC++ Real-timekerne

To implement the CSP based architecture, we have used ameaCISP kernel developed
at the Control Engineering Group of our department [5], [6heTC++ version of the ker-
nel is used which provides us witr ocess classes an€Channel classes. The kernel
includes a scheduler and different priorities can be assida each process. The CTC++
kernel provides a novel hardware abstraction layer as isnslszhematically in figure 5.
Communication takes place over channels and each channdiav@na linkdriver. The

‘ O

HW independent

HW dependent

Linkdriver

Figure 5: The hardware abstraction provided by CTC++.

linkdriver contains all the hardware dependent code. Ifgifeezessing platform is changed,
the linkdrivers are the only elements which require modiftces. The different processes are
implemented independently of the hardware they run on. @aegssing platform is likely
to change, however the receiver software itself does nat tabe altered. Figure 6 shows
the deployment diagram of our current testbed. The figuesdisws a possible deployment
diagram for a multi-processor platform.
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Figure 6: Two possible deployment diagrams, the first oneEémented.

4.1 Process communication

Whenever communication between two processes takes pleed&etnel will provide the
synchronization. The current implementation of the CTC+4n&krs more or less sample-
based. Each communication instance consists of e.g. g@minteger on a channel. The
channel itself makes a copy and a reading process is prowitlethis copy. In our system we
would like to communicate on another scale. A buffer with ®QFBymbols is written on the
channel. This whole buffer would be copied by the channethisdntroduces a performance
loss. A solution is to write a reference to the buffer on tharstel. This is illustrated in
figure 7 for theOFDM Synchr oni zer process and th€FDM Denodul at or process.
The figure shows the two processes and the data structuré Wwhgto be communicated.
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Figure 7: The communication on a channel.

The structure contains around 1 kB of data. A reference sostiiicture (*p) is written on the
channel instead of the entire structure itself. Howevas,itiiroduces some other difficulties
with ownership. Only one process can make use of a data steuat a time. We have not
solved these issues, but e.g. semaphores can be used tmtbaklack data structures.
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4.2 Process priorities

In CTC++, we can also assign different priorities to the défdrreceiver processes. The
CTC++ does not require to assign priorities in the form of nureb®riorities are assigned
on the base of inter-process relations, so only a prioritkirgg is given. Some processes run
on a higher priority as other processes. The priorities efréiteiver processes are ranked as

follows:

1. The highest priority is assigned to tEDM Synchr oni zer process. If the syn-
chronization is lost, synchronization has to be acquiredrag

The second highest priority is reserved for @M Denodul at or process.
The third highest priority is reserved for thReane Decoder process.

The fourth highest priority is reserved for tBpace- Ti me Decoder process.

o & WD

The fifth highest priority is reserved for tl@hannel Esti nat or process. Some
channel estimates can be missed, because the Space-Timndebean also decode
with older channel estimates. However, the system perfocamavill degrade.

5 Testbed asan Experimental Platform

The testbed has been implemented and some experiments \wdee[#4). The receiver soft-
ware runs on a Pentium 4 2.4 GHz machine and initial testsatelithat the system is able
to run in real-time. Figure 8 shows a figure of the experimesgtup in our laboratory. The

Figure 8: The experimental setup.

transmitter and receiver are separated a few meters aralitheo line of sight component
between the transmitter and receiver. Initial experimbaatse been performed and verify the
concept of spatial multiplexing. Two independent datastre have been transmitted from
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two antennas and these two have been successfully sepatdltedreceiver. For the experi-
ment, theSi nk process compares the received data with the data trangmiite resulting
bit error rate performance of the system is shown in figure 9.
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Figure 9: The raw bit error rate performance of the testbed.

In future research we plan to enlarge the channel bandwadt,so the required amount
of processing power increases. A multi-processor plathaithbe required to satisfy the
need for computational power. The inter-process commtinit&as to change and for this
linkdrivers can be written.

6 Conclusions and Recommendations

In developing the testbed, the transition from traditidoalktional modeling to a CSP model
is not large. The required functions map easily to CSP presemsd the interaction between
the processes is easily identified. As an example, we haweided the receiver architecture
for our testbed. The receiver software has been implememtedhe CTC++ kernel and it
seems to work functionally correct and testbed has beentasestify the concept of spatial
multiplexing.

The use of the CSP and the CTC++ kernel is not only a nice way dcésystodeling, but
also provides us with a scalable system (scalable with ct$péhe amount of antennas used
and the transmission bandwidth). The software written hpeoper hardware abstraction
layer, which make it highly portable to other platforms. uture, a multi-processor system
can be used and only the channel linkdrivers have to be tewrit

For our type of application a design pattern could be deesl@nd incorporated as an ex-
tension to the CTC++ kernel. The design pattern should indiaciéties for communicating
references over channels and ownership management. Tusdoality could be incorpo-
rated into a special kind of channel. Also some addition&stjons have to be answered.
For multi-processor platform e.g., the use of communicatgferences over channels im-
plies a shared memory architecture. The alternatives téemmgnt such a system, which is a
combination of hardware and software design, can be iryagstil.

The CSP model also gives us the opportunity to mathematioallify the functional
correctness of different receiver architectures and #umshe done in future.
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